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Abstract10

The audit level plays a crucial role in the prevalence of illegality in public procurement, specif-11

ically focusing on fraud. The aim of this paper is to investigate whether a forward-looking12

mechanism for updating the monitoring level by the State may influence the dishonest behavior13

in the economy and in which measure it depends on the spread of society’s inherent honesty.14

With this aim in mind, we describe a model in which the monitoring level put in place by the15

State to fight non-compliant behavior depends on both the variation of the spread of dishonesty16

in the economy and on the previous auditing level, while considering economies at different levels17

of honesty propensities, i.e. greater inherent honesty stems from the stronger social disapproval of18

dishonesty. By combining analytical tools and numerical experiments, our model describes how19

the evolutionary adaptation process determines whether compliant or non-compliant behavior20

prevails in society. The main findings consist of: (1) a slight change in the monitoring func-21

tion can influence significantly the asymptotic dynamics of the final map; (2) the effectiveness22

of public policies to combat illegality in public procurement depends on the spread of soci-23

ety’s inherent honesty; (3) complex qualitative dynamics associated, in particular, with border24

collision bifurcations may emerge.25
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1 Introduction30

The public procurement serves as a mechanism through which a government acquires goods, services31

and work necessary for fulfilling their functions and delivering public services to citizens. Public pro-32

curement encompasses various activities, including tendering, contracting, purchasing and supplier33

management, all aimed at ensuring transparency, fairness and efficiency in the expenditure of pub-34

lic funds. At its core, public procurement plays a crucial role in promoting economic development35

and fostering competition within markets. By providing opportunities for businesses, including small36

and medium-sized enterprises (SMEs) to participate in government contracts, it stimulates innova-37

tion, drives economic growth, and enhances productivity. Additionally, public procurement serves as38

a mechanism for implementing government policies and priorities. Whether in infrastructure devel-39

opment, healthcare provision, education services, or defense procurement, it enables governments40

to translate their strategic objectives into tangible outcomes by selecting suppliers that align with41

their goals and objectives. Furthermore, public procurement contributes to the efficient allocation of42

resources by ensuring that goods and services are acquired at competitive prices and in accordance43

with quality standards, thus maximizing value for taxpayers’ money.44

Transparent and accountable procurement processes help prevent corruption, fraud, and45

favoritism, thereby safeguarding public trust and confidence in government institutions. In fact,46

“Every year, over 250 000 public authorities in the EU spend around 14% of GDP (around €2 trillion47

per year) on the purchase of services, works and supplies. In many sectors such as energy, trans-48

port, waste management, social protection and the provision of health or education services, public49

authorities are the principal buyers. The public sector can use procurement to boost jobs, growth50

and investment, and to create an economy that is more innovative, resource and energy efficient,51

and socially-inclusive. High quality public services depend on modern, well-managed and efficient52

procurement”.153

1https://single-market-economy.ec.europa.eu/single-market/public-procurement en
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It is then critically important to enhance our comprehension of the illegality risks within public54

procurement. With public procurement reaching such high thresholds and expected to rise signifi-55

cantly in the years ahead (European Commission, 2020), literature suggests a noteworthy correlation56

between heightened government expenditure and corruption [1]. Given the current era of increased57

government spending and outsourcing to rejuvenate the post-Covid economy, the risk of illegality58

may escalate considerably. In fact, the complexity, scale, and interface between the public and pri-59

vate sectors make public procurement highly vulnerable to illegal practices. The significant contract60

values make procurement opportunities lucrative for bidders, fostering a willingness to engage in cor-61

rupt activities to secure contracts. Simultaneously, public officials may anticipate substantial gains62

from accepting bribes or kickbacks. Additionally, the intricate procedural stages of procurement63

offer multiple paths for corruption and enable the concealment of illicit activities. The close collab-64

oration between public officials and private entities further exacerbates the potential for illegality,65

facilitating the exploitation of public power for private gain.66

With high incentives for illegality and low risks of detection, public procurement remains exceed-67

ingly susceptible to illegal practices. Therefore, transparent procedures and efficient organizational68

frameworks are indispensable for fostering integrity within procurement systems. Thus, it is imper-69

ative to determine the effectiveness of measures aimed at combating corruption and fraud in70

public procurement. Efforts to combat fraud and corruption in public procurement typically involve71

implementing robust regulatory frameworks, enhancing transparency and accountability measures,72

strengthening oversight and enforcement mechanisms, promoting competition, and fostering a cul-73

ture of integrity and ethical behavior within public institutions. This may include measures such74

as conducting due diligence on bidders, implementing anti-corruption compliance programs, ensur-75

ing competitive bidding processes, and establishing mechanisms for reporting and investigating76

allegations of misconduct.77

Analyzing an endogenous monitoring technology tied to the spread of illegal behavior, we exam-78

ine how the internal audit level impacts equilibrium within the public procurement sector when79

considering fraud. In our dynamic model, we delve into how the government conducts auctions for80
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the supply of goods. Based on studies by [2], as well as [3], challenges arise due to discrepancies in81

the quality of goods, particularly when companies falsify original quality claims. Given that prod-82

uct quality is confidential, only public controllers can verify authenticity, thereby enabling the State83

to mitigate or eliminate illegal practices. In our model we extend the analysis done in [4] on the84

mechanism of the illegality control process, considering that the level of monitoring put in place by85

the State depends on both the variation spread of illegality in the economy and the previous level86

of monitoring, according to a forward-looking mechanism. This consideration stems from the real-87

ization that there is an “inertia” in the expenditure items of the public budget, since some of them88

refer to multi-year expenditure commitments that cannot be completely changed from one year to89

the next. In fact, regarding the level of control put in place in a period, this can be varied (decreased90

or increased) starting from the existing level of audit. In addition, it is relevant in deciding the91

future level of monitoring to consider the rate of change of illegality in the economy so as to put in92

place an effective strategy in combating illegality. Our model scrutinizes how the evolutionary adap-93

tation process determines whether compliant or non-compliant behavior prevails in society. Players94

exhibit either compliant or non-compliant behavior depending on the type of firm encountered and95

the associated rewards. Firms exchange information through a word-of-mouth process, due to which96

interacting firms of different types may alter their behavior if the gains from the other approach97

outweigh those from their current choice.98

However, we introduce the concept of honesty propensity : greater inherent honesty stems from99

the stronger social disapproval of dishonesty, as highlighted in the study by [5], emphasizing the100

significance of a country’s “culture of legality”. This inherent honesty is a factor that a government101

can influence, but only over the medium to long term. By examining and contrasting countries with102

varying attitudes towards honesty, we can assess how much the effectiveness of economic policies103

in combating dishonesty relies on initial conditions and the prevailing attitude of the country in104

question. From this assumption derives that wherein all dishonest firms interacting with honest105

ones choose to change behavior only if the expected utility from honesty exceeds that of dishonesty.106

Conversely, not all honest firms interacting with dishonest ones opt to change behavior, even if107
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higher expected utility is attainable. Moreover, even in the case where being dishonest is more108

profitable, some corrupted firms may change their mind if interacting with honest firms. Notably,109

the evolutionary mechanism introduced here is asymmetric2.110

The economic framework is formalized through a discrete-time two-dimensional (2D) nonsmooth111

dynamical system (a map) delineating the evolution of both the fraction of dishonest firms and112

the monitoring level by the State over time. On the one hand, asymptotic dynamics of nonsmooth113

maps is known to be richer than dynamics of smooth ones. The presence of switching manifolds,114

which separate the state space into the regions where the map is defined differently, implies a new115

kind of bifurcation, called a border collision bifurcation (BCB). Collision of an invariant set with116

a switching manifold may cause an abrupt change in the phase portrait. A great number of works117

are devoted to studying BCBs and the induced phenomena ([7–10] to cite a few); in particular, to118

describing the related bifurcation structures observed in the parameter space of a map (see [11] and119

references therein). On the other hand, the investigated map also demonstrates other complexities120

in asymptotic behavior, including multistability (coexistence of several nontrivial attractors, often121

with a tangled basin structure) and an uncountable number of fixed points. The latter occurrence is122

related to the word-of-mouth mechanism that drives the evolution of the fraction of dishonest firms.123

In what follows, two versions of the map are considered, which differ from the forward-looking124

mechanism for updating the State’s monitoring level. In the first version, this mechanism is based125

on the absolute growth of the dishonest firms fraction. In this scenario qualitative dynamics are126

simple: any orbit asymptotically approaches one of the fixed points, which are infinite in number.127

Here the inner honesty plays a crucial role in the capability of the State to reduce non-compliant128

behavior, since in the case of an irresponsible society, only a sufficiently large level of monitoring129

can essentially reduce non-compliant behavior. However, strengthening the punishment (the fine)130

for dishonest behavior can increase the probability to concur frauds as well.131

In the second version of the map, the monitoring level update mechanism is based on the relative132

variation of the dishonest firms fraction. In this case, high inner honesty does not help, in general, to133

2A country’s level of honesty develops over time when individual decision-making is subject to the influence of the group

or others in society. For an application to tax compliance, using an Ising Model, see e.g. [6]
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eliminate non-compliant behavior. Surprisingly though, in a society with a moderate level of endoge-134

nous dishonesty, provided that the initial fraction of dishonest firms is not too large, a sufficiently135

intensive monitoring can drive the system to a solution with all agents being honest. In this case,136

one can consider a restriction of the 2D map to the 1D manifold associated with the overall hon-137

esty. Furthermore, the final form of this 1D restriction has significant influence on the shape of 2D138

attractors that are different from fixed points. Nontrivial dynamics can emerge due to both, smooth139

bifurcations (such as fold, flip, etc.) and BCBs, causing complex bifurcation structures to occur in140

the parameter space of the 2D map, including regions of coexistence of several nontrivial attractors.141

Such an occurrence implies essential uncertainty, especially if the basins of some attractors are rid-142

dled, so that making prevision about the final outcome of the economy is almost impossible. Hence,143

policy suggestions are difficult to be given and setting the fine level to reduce dishonest behavior144

becomes a challenging choice.145

The paper is organized as follows. In Section 2 we describe the model setup. In Section 3 we146

introduce the forward-looking updating control mechanism. In Section 4 we consider an evolution147

adaptation mechanism based on absolute variation. In Section 5 we consider an updating forward-148

looking mechanism based on relative variation. Section 6 concludes the paper.149

2 Ingredients150

We consider an economy composed of three types of risk-neutral players: the State, bureaucrats and151

firms (the number is normalized to one) and we assume that the State procures a unit of public152

good from each private firm in order to provide it free. Since the public good can be produced at153

different quality levels (low and high), even the government requires a high-quality public good and154

a firm could lie to the authorities regarding the quality. In such a case dishonest behavior in public155

procurement emerges. Following previous works such as [4] and [12], we consider a discrete time156

setup, i.e., t = 0, 1, 2, ..., and define xt ∈ [0, 1] as the fraction of firms producing low-level public157

goods who lie about the quality (dishonest firms) at time t.158
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As in [13] we assume that, at any time t, the price of public goods is constant and given by p > 0

while the per-unit production cost is ch or cl depending on the public good’s quality (high or low

respectively). Finally, the production of the public good is assumed to be profitable, and hence,

p > ch > cl > 0. (1)

The State monitors the non-compliant behavior in public procurement. Let qt ∈ [0, 1] be the159

probability, at any time t, of being monitored according to the control level fixed by the State and,160

then, of being reported. If a dishonest firm is monitored and, hence, detected, it is punished with a161

constant fine f > 0.162

Taking into account the previous considerations, at any time t, the expected utility of an honest

firm per unit of procured public goods is given by

E[Uh,t] = Uh = p− ch, (2)

whereas the utility at time t of a dishonest firm depends on the event of being discovered with

dishonest behavior, i.e.,

Ud,t =


Ud,NM,t = p− cl, if not monitored,

Ud,M,t = p− cl − f, if monitored.

(3)

Since the monitoring level may change at any time t, the expected utility at time t for a dishonest

firm is given by

E[Ud,t] = qtUd,M,t + (1− qt)Ud,NM,t = p− cl − fqt. (4)

The difference in expected utilities between dishonest and honest firms is then given by

δ(qt) = E[Ud,t]− Uh = ∆c − fqt, (5)

where ∆c = ch − cl > 0. Notice that δ(qt) is a linear strictly decreasing function of the monitoring163

level, i.e., the difference between expected utilities decreases as the monitoring level increases, while164

the fine level affects its strength.165
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We define

q̄ =
∆c

f
> 0 : δ(q̄) = 0, (6)

then q̄ represents the monitoring level such that the two behaviors (honest and dishonest) results to166

be indifferent as they produce the same expected payoffs. Two cases may occur as described below.167

(LF) A low fine case: q̄ ≥ 1, i.e. the difference between production costs is higher than the fine and168

δ(qt) ≥ 0 ∀qt ∈ [0, 1].169

(HF) A high fine case: q̄ < 1, i.e. the difference between production costs is less than the fine, so170

that δ(qt) ≥ 0 ∀qt ∈ [0, q̄] while δ(qt) < 0 ∀qt ∈ (q̄, 1]. In such a case the difference between171

expected payoffs may be both positive or negative depending on the monitoring level fixed172

by the State at any given time.173

In order to describe how dishonest behavior evolves over time, we consider a word-of-mouth mech-

anism as firstly proposed by [14] and [15]. In this evolutionary process, agents have the opportunity

to compare their expected payoffs with those of others in society. If a firm encounters another firm

exhibiting the same behavior (honest or dishonest), it gains no new insights into potential payoffs

and thus decides to maintain its current behavior. Conversely, a firm may opt to change its behavior

(from dishonest to honest, or vice versa) upon encountering a firm of a different type. After com-

paring their expected utilities, if the firm finds that switching types could increase its own expected

utility, it may choose to transition from one type to the other. Then we follow the formalization

given by [16] assuming that an honest firm encountering a dishonest one may alter its behavior if the

payoff resulting from dishonest conduct surpasses that derived from honest behavior and vice versa.

Then the equation describing the evolution of the fraction of dishonest firms over time is given by

xt+1 = F (xt, qt) = xt[1 + (1− xt)(2ϕ(δ(qt))− 1)], (7)

where ϕ(δ(qt)) represents the probability for a single firm to switch from honest to dishonest behavior174

and it is described by a non-decreasing function ϕ : R → [0, 1] depending on δ(qt). Note that, the175

probability for making the opposite change (switching from dishonest to honest) is then 1− ϕ.176
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In order to specify function ϕ, we consider the honesty propensity assumption as firstly proposed

in [3]. Hence, ϕ is formalized by the following continuous, increasing and piecewise smooth function:

ϕ(δ(qt)) =


ϕ1(δ(qt)) = 1− 1

αδ(qt)+1 , if δ(qt) ≥ 0,

ϕ2(δ(qt)) = 0, if δ(qt) < 0,

(8)

where the parameter α > 0 measures the propensity to become dishonest characterizing the country.177

In fact, we consider that the process guiding the transition of firms from one category to another178

is asymmetrical. Specifically, when dishonest firms encounter honest ones, they will opt to become179

honest if the benefits of honest behavior are at least equal to those of dishonest conduct. However,180

when honest firms encounter dishonest ones, only a portion will switch categories, even if this change181

could potentially lead to greater benefits. Thus, our model reflects an inherent inclination towards182

honesty whose strength negatively correlated with α.183

3 Updating control184

In order to complete the model, the evolution of the monitoring level put in place by the State to

fight non-compliant behavior must be described. Notice that in previous works such as [3] and [4] it

has been assumed that the State fixes the monitoring level to be set at time t+ 1 by observing the

fraction of dishonest firms at time t. In more detail, the following function has been considered

qt+1 = γxβt , γ ∈ (0, 1], β > 0, (9)

meaning that the State increases the audit efforts as the dishonesty level increases. At the same time,185

this formulation considers the existence of a maximum control level that can be reached, related186

both to the effort level the State wants to put in fighting dishonest behavior and/or to the existence187

of some budget constraints, i.e., a bound in the maximum amount of resources the State can use to188

fight dishonest behavior.189

We modify the formulation proposed in (9) by making two improvements that make the hypothe-190

ses more closely match what can be found in real cases. The first point which we modify is the191

9



assumption that the monitoring level decided by the State to be fixed at time t + 1 only depends192

on xt, i.e., on the fraction of dishonest firms at time t. Such an assumption does not fully take into193

account that the monitoring level at time t influences the monitoring level the State is able to set at194

time t+1. In fact monitoring activities require human and monetary resources that cannot be com-195

pletely renewed from one period to another. This consideration stems from the realization that there196

is an “inertia” in the expenditure items of the public budget since some of them refer to multi-year197

expenditure commitments that cannot be completely changed from one year to the next. In fact,198

regarding the level of control put in place in a period, this can be varied (decreased or increased)199

starting from the existing level of audit anyway. In addition, it is relevant in deciding the future200

level of monitoring to consider the rate of change of illegality in the economy so as to put in place201

an effective strategy in combating illegality. As a consequence, being qt the monitoring level at time202

t, the State can only revise it from time t to time t + 1, this means that qt+1 will depend on both203

variables, i.e., the observed dishonesty level xt and the previous control level qt.204

The second point we improve is that in the previous works it is assumed that the State, when205

fixing the monitoring level to be reached at time t + 1, considers the value of xt, i.e. the dishonest206

behavior observed in the last period. Thus the expected value about the dishonest behavior emerging207

in the system is given by E(xt+1) = xt, revealing some kind of myopic expectation of the State on208

non-compliant behavior. In a different scenario, one can assume rational expectations, that is, ex-209

post, dishonest behavior can be observable by the government and, in addition, the State knows the210

future fraction xt+1 of dishonest firms in the economy thus setting qt+1 taking this knowledge into211

account. In any case, what we still consider is that there exists a constant γ ∈ (0, 1] related to the212

budget constraint or to the maximum amount of resources that can be devoted to fighting dishonest213

behavior.214

To consider the previous arguments the updating control strategy under rational expectations

is introduced in the present work. Hence, the updating forward-looking monitoring function can be

defined as

qt+1 = G(Xt, qt), (10)
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where Xt depends proportionally on the difference xt+1 − xt, that is, Xt > 0 if from the time t to215

t+ 1 the fraction of the dishonest firms increases, Xt = 0 in case xt+1 = xt, and Xt < 0 otherwise.216

Then the monitoring level fixed at time t+ 1 is revised from the one fixed at time t by taking into217

account Xt. Since there exists an upper bound on the maximum effort put in place by the State to218

fight dishonest behavior, given by γ ∈ (0, 1], the function G should satisfy the following properties:219

(i) if Xt > 0 (dishonesty spreads), then qt is increased until it reaches the maximum monitoring220

level γ depending on the budget constraints;221

(ii) if Xt < 0 (non-compliant behavior reduces), then the monitoring level qt is decreased but it222

should always remain non-negative;223

(iii) if Xt = 0 then qt+1 = qt, i.e. if the dishonest level does not change from one period to another,224

then there is no reason to change the monitoring level.225

We introduce additionally a parameter d ∈ (0, 1) related to the intensity with which qt can226

grow/decline from time t to time t+1 in response to higher/lower observed dishonesty levels. More227

precisely, provided that qt is given, the higher d values are associated with higher growth in the228

monitoring level by the State in response to an increased level of non-compliant behavior. In other229

words, the parameter d measures the capacity of the State to increase the monitoring level when230

more firms behave in a dishonest way and it depends on the strength of the budget constraints, on231

the monitoring technology, as well as on the labor market conditions.232

Going back to the definition of G, a very simple function which verifies the properties (i)-(iii) is

the following:

qt+1 = G(Xt, qt) = min {qt (1 + dXt) , γ} , (11)

provided that Xt ∈ [−1, 1].233

In order to study in depth the dynamics of dishonest behavior under the forward-looking updating234

control level, we need to specify Xt. In the following, we will discuss two different mechanisms, i.e.235

updating based on absolute variation and updating based on relative variation.236
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4 Updating based on absolute variation237

The simplest and the most intuitive way to define Xt, is to equate it to the absolute growth of the

fraction of dishonest firms, namely

Xt = xt+1 − xt. (12)

Recalling that xt+1 is given in (7), we get

Xt = Xt(xt, qt) = xt+1 − xt = xt(1− xt)(2ϕ(δ(qt))− 1),

and consequently, the final law describing the evolution of the monitoring level over time can be

written as

qt+1 = G(xt, qt) = min {qt (1 + dxt(1− xt)(2ϕ(δ(qt))− 1)) , γ} . (13)

4.1 The dynamical system238

Taking into account equations (7), (8) and (13) the final dynamical system (xt, qt) → S(xt, qt) can be

obtained. As mentioned in Section 2, we distinguish between two cases: the low fine (LF) case with

q̄ = ∆c/f ≥ 1 and the high fine (HF) case with q̄ < 1. In the LF case, the evolution of the fraction xt

of dishonest firms and the monitoring level qt by the State is described by the 2D piecewise smooth

map SLF : K → K, K = [0, 1]× [0, γ], such that

SLF (xt, qt) :=


F1(xt, qt) = xt

[
1 + (1− xt)

α(∆c−fqt)−1
α(∆c−fqt)+1

]
,

G1(xt, qt) = min
{
qt

(
1 + dxt(1− xt)

α(∆c−fqt)−1
α(∆c−fqt)+1

)
, γ

}
.

(14)

In the HF case, the evolution of xt and qt is described by the map SHF : K → K, where

SHF (xt, qt) =



SLF (xt, qt), if qt ∈ [0, q̄] ,

S̄(xt, qt) =


F2(xt, qt) = x2t ,

G2(xt, qt) = min
{
qt
(
1 + d(x2t − xt)

)
, γ

}
,

if qt ∈ (q̄, γ] .

(15)
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Finally, we define the general setup as

S (xt, qt) =


SLF (xt, qt) , if q̄ ≥ 1,

SHF (xt, qt) , if q̄ < 1.

(16)

Note that the map SLF represents a branch of the map SHF and the analysis of its dynamics is239

included in the analysis of SHF . Hence, it is enough to consider only the case q̄ < 1. From now on240

we assume that ∆c < f .241

4.2 Equilibria and stability242

The major particularity of the map S, given in (16), consists in the existence of an uncountable243

number of fixed points. Namely, we have the following conditions for the fixed points with (x, q) ∈ K244

(we omit the lower index t for the sake of brevity). In this respect, the main facts can be summarized245

in the following Proposition.246

Proposition 4.1. The map S can have fixed points of three types:247

1. For any q ∈ [0, γ] the point Eq
0(0, q) is a fixed point.248

2. For any q ∈ [0, γ] the point Eq
1(1, q) is a fixed point.249

3. For any x ∈ (0, 1) and

q∗ =
α∆c − 1

αf
, (17)

the point Eq∗

x (x, q∗) is a fixed point. Moreover, the line {(x, q∗) : 0 ≤ x ≤ 1} belongs to the250

domain of the map SLF = (F1, G1).251

Proof. The proof of items 1. and 2. is straightforward. For proving 3. we equate

x = F1(x, q) and q = G1(x, q),

which implies (17). The point Eq∗

x belongs to the domain of SLF if

q∗ < q̄ ⇔ α∆c − 1

αf
<

∆c

f
.

The latter always holds, since all parameters are positive.252
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Note that the points Eq
0 constitute the left boundary of the definition square K. We refer to253

them as “good” equilibria, since the number of dishonest firms becomes zero. Similalrly, the points254

Eq
1 constitute the right boundary of K and are referred to as “bad” equilibria, because every firm255

becomes dishonest. The points Eq∗

x represent the internal equilibria.256

The existence of infinitely many “good” and “bad” equilibria is related to the word-of-mouth257

mechanism that drives the evolution of the fraction of dishonest firms in our model. In fact, as258

long as the firms are all honest or all dishonest, there is no way to change type, since no different259

information can be shared with another firm.260

The uncountable number of internal fixed points with q = q∗ is explained by the form of the261

function ϕ defining the probability for a firm to switch from honest to dishonest behavior, namely,262

ϕ(δ(q∗)) = 1/2. In such a way, the number of honest firms choosing fraudulence equals the number263

of cheaters getting on the right path, and hence, the overall fraction of dishonest firms remains264

unchanged.265

Clearly, for every fixed point mentioned above, inside its arbitrarily small neighborhood there is266

an uncountable number of other fixed points. Hence, every such fixed point is always locally stable267

in one direction, vertical (for Eq
0/E

q
1) or horizontal (for E

q∗

x ). In the other direction these points can268

be stable or unstable, depending on the parameters and the location of the point itself.269

Points Eq
0(0, q): “good” equilibria.270

Let us consider points Eq
0 composing the left boundary of the definition square K. The Jacobian

matrix evaluated in such a fixed point is

J1 (E
q
0) =


− 2

α(∆c − fq) + 1
+ 2 0

d
α(∆c − fq)− 1

α(∆c − fq) + 1
q 1

 , if q ≤ q̄, (18)

or

J2 (E
q
0) =

 0 0

−qd 1

 , if q > q̄. (19)
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One of the eigenvalues, related to the eigenvector v2(0, 1) (vertical direction), is always λ2 = 1. The

other eigenvalue, related to the eigenvector v1(1, 0) (horizontal direction), is

λ1 =


− 2

α(∆c − fq) + 1
+ 2 if q ≤ q̄,

0 if q > q̄.

(20)

Hence, the point Eq
0 with q > q̄ is always stable along the horizontal eigenvector.271

Let us consider q ≤ q̄. The nontrivial eigenvalue is λ1 > −1 if

q < q̆ =
3α∆c + 1

3αf
. (21)

Since q̆ > q̄, there is always λ1 > −1 for q ≤ q̄. Further, λ1 > 1 if q < q∗, λ1 < 1 if q > q∗, and272

λ1 = 1 if q = q∗. Consequently, Thus, we have proved273

Proposition 4.2. A point Eq
0 is274

(A.i) unstable along the eigenvector v1(1, 0) if q ∈ [0, q∗);275

(A.ii) stable along v1 if q ∈ (q∗, γ].276

Points Eq
1(1, q): “bad” equilibria.277

Let us now consider points Eq
1 composing the right boundary of the definition squareK. The Jacobian

matrix evaluated in such a point is

J1 (E
q
1) =


2

α(∆c − fq) + 1
0

−dα(∆c − fq)− 1

α(∆c − fq) + 1
q 1

 , if q ≤ q̄, (22)

or

J2 (E
q
0) =

 2 0

qd 1

 , if q > q̄. (23)

Again, the eigenvalue related to the vertical eigenvector v2(0, 1) is λ2 = 1. The other eigenvalue,

related to the horizontal eigenvector v1(1, 0), is

λ1 =


2

α(∆c − fq) + 1
if q ≤ q̄,

2 if q > q̄.

(24)
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Hence, the point Eq
1 with q > q̄ is always unstable along the horizontal eigenvector.278

For q ≤ q̄, the nontrivial eigenvalue is λ1 > −1 if

q < q̂ =
α∆c + 3

αf
. (25)

There is q̂ > q̄ and therefore λ1 > −1 for q ≤ q̄. For the other stability condition there holds λ1 < 1279

if q < q∗, λ1 > 1 if q > q∗, and λ1 = 1 if q = q∗. In such a way, there holds280

Proposition 4.3. A point Eq
1 is281

(B.i) stable along the eigenvector v1(1, 0) if q ∈ [0, q∗);282

(B.ii) unstable along v1 if q ∈ (q∗, γ].283

Points Eq∗

x (x, q∗): internal equilibria.284

Finally we consider fixed points Eq∗

x (x, q∗), which belong to the definition square K only if α∆c > 1.

The respective Jacobian is

J∗ =


1 −αfx(1− x)

2

0 1− (α∆c − 1)dx(1− x)

2

 (26)

and its eigenvalues are λ1 = 1 related to the horizontal eigenvector v1(1, 0), along which the point

is locally stable, and

λ2 = 1− (α∆c − 1)dx(1− x)

2
(27)

related to the vertical eigenvector v2(0, 1). Concerning the stability along v2, we can state that

λ2 < 1 for any x ∈ (0, 1) (for α∆c > 1). Additionally, λ2 > −1 if

x(1− x) <
4

(α∆c − 1)d
. (28)

Since maxx(1−x) = 1/4, for (α∆c−1)d < 16, there is λ2 > −1 for any x ∈ (0, 1). If (α∆c−1)d ≥ 16,

there exist

0 <
1

2
−

√
1

4
− 4

(α∆c − 1)d
= x1 ≤ x2 =

1

2
+

√
1

4
− 4

(α∆c − 1)d
< 1, (29)

such that for x ∈ (0, x1) and x ∈ (x2, 1) there is λ2 > −1, while it is λ2 < −1 for x ∈ (x1, x2).285

Finally, λ2 = −1 for x = x1 or x = x2. In such a way we get, that can formulate the following286
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Proposition 4.4. For the internal equilibria there hold:287

(C.i) If α∆c ≤ 1, the fixed points Eq∗

x , x ∈ (0, 1), are located outside the definition square K;3288

(C.ii) If α∆c > 1 and (α∆c−1)d < 16, fixed points Eq∗

x , x ∈ (0, 1), are stable along the eigenvector289

v2(0, 1);290

(C.iii) If (α∆c − 1)d ≥ 16, only fixed points Eq∗

x for x ∈ (0, x1) and x ∈ (x2, 1), with x1 and x2291

given by (29), are stable along v2.292

For all fixed points considered above, stability along the respective direction (horizontal for Eq
0/E

q
1293

and vertical for Eq∗

x ) means also a local stability in sense of Lyapunov (neutral but not asymptotic294

stability), although the only points being attracted to each particular fixed point belong to its stable295

set having a zero Lebesgue measure in K. Recall that by definition a fixed point (x̃, q̃) is said to be296

locally stable if for any ε > 0 there exists δ > 0 such that for any (x0, q0) being ∥(x0, q0)−(x̃, q̃)∥ < δ297

there holds ∥(xt, qt)−(x̃, q̃)∥ < ε for t > 0. In other words, if an initial condition is located sufficiently298

close to (x̃, q̃) (in a δ-neighborhood of it), then the respective orbit is also located close to (x̃, q̃)299

(inside its ε-neighborhood). Consider a fixed point E(x̃, q̃) that is a “good” (Eq
0), “bad” (Eq

1) or300

internal (Eq∗

x ) equilibrium being stable along the respective direction (horizontal in the first two cases301

and vertical in the last one). In an arbitrarily small neighborhood U(E), there is an uncountable302

number of other fixed points that are also stable in their respective direction. It means that if an303

initial condition is located close enough to E, the related orbit will approach one of the fixed points304

belonging to U . This corresponds exactly to the local neutral stability of E. Concerning the points305

Eq∗

0 and Eq∗

1 , their stable sets confine the sets of initial conditions, orbits of which approach Eq
0 ,306

q > q∗, and Eq
1 , q < q∗, respectively. It can be shown that the fixed point Eq∗

x2
is locally stable, while307

the stable set of Eq∗

x1
separates the set of initial conditions, orbits of which converge to Eq∗

x with308

x ∈ (0, x1), from the set of initial conditions, orbits of which end up at Eq∗

x with x ∈ [x2, 1).309

3To be precise, if α∆c = 1, then q∗ = 0 and Eq∗
x compose the lower boundary of K. Nonetheless, these points are unstable

and almost all orbits approach the points Eq
0 , which is exactly the same behavior as for q∗ < 0.
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In Figs. 1 for two distinct values of α, we plot by different colors basins of attraction for fixed310

points of different types together with several typical orbits shown by orange lines. The light-311

blue/green color denotes the initial points, orbits of which belong to stable sets of Eq
0/E

q
1 , while312

the violet and pink colors correspond to points, orbits of which eventually approach Eq∗

x . Blue dots313

mark stable fixed points.314

For small α, that is high social stigma (Fig. 1(a)), the probability of dishonesty concurring is315

rather large. The part of points (with sufficiently large q) located arbitrarily close to the right316

boundary of K is included in the basin of Eq
0 . Hence, even if the initial fraction of dishonest firms317

is close to one, the State can eliminate dishonest behavior, choosing a sufficiently high level of318

monitoring (cf. the orbits marked by “1” and “2”). However, if the State does not put enough effort319

to fight dishonesty, the situation can become worse: even if the initial fraction of dishonest firms is320

low, eventually all firms can become dishonest (cf. the orbit marked by “5”). There is also a portion321

of orbits, starting at moderate values of q, that end up at one of the internal fixed points Eq∗

x (cf.322

the orbits marked by “3” and “4”). As mentioned above, the basins of attraction of fixed points323

of different types are separated by the stable sets of Eq∗

0 and Eq∗

1 . Another observation is that for324

initial points above/below the line q = q∗, the fraction of dishonest firms decreases/increases along325

the respective orbit. Therefore, in the case in which the inner honesty of the economy is high, even326

if the initial fraction of dishonest firms is large, it is enough to set the monitoring level greater than327

q∗, in order to improve the situation with non-compliant behavior.328

For large α, that is low social stigma (Fig. 1(b)), if the initial fraction of dishonest firms is large,329

then it is not possible to eliminate non-compliant behavior completely (the basin of Eq
0 is isolated330

from the left boundary of K). In general, the statements concerning blue and green basins are as331

in the previous case of small α (cf. the orbits marked by “1” and “5”). The basin of attraction of332

the points Eq∗

x is divided into two parts, separated by the stable set of Eq∗

x1
: the violet/pink part333

corresponds to the initial conditions, orbits of which end up at Eq∗

x with x ∈ (0, x1)/x ∈ [x2, 1),334

respectively. The former are associated with a smaller level of non-compliant behavior, and hence,335

are more desirable to reach. Moreover, differently from the case with high social stigma, not all336
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Fig. 1 Phase square K with different colors showing basins of fixed points of different types. Initial conditions from

the light-blue/green region are attracted to points Eq
0/E

q
1 , while initial conditions from the violet/pink region are

attracted to Eq∗
x with x ∈ (0, x1)/x ∈ [x2, 1). Several typical orbits are shown by orange lines and blue dots mark

stable fixed points. Parameter values are ∆c = 1, f = 2, γ = 0.9, d = 0.9 and α = 1.5 (a); α = 20 (b).

orbits are monotone. When an orbit approaches a fixed point Eq∗

x , it starts oscillating (it happens337

because the eigenvalue λ2 related to the vertical direction becomes negative). Due to this reason,338

even if after the first several iterations the fraction of dishonest firms becomes essentially lower339

in comparison with the initial value, the situation can become worse after a while and will not340

improve afterwards (cf. the orbit marked by “3”). Certainly, the inherent integrity of a nation341

serves as a factor that a government can influence, but primarily over the medium to long term. By342

examining and contrasting countries with varying levels of integrity, we can assess to what extent343

the effectiveness of economic policies in combating dishonesty is influenced by initial conditions and344

the predisposition of the specific country in question. In fact, in the case of an irresponsible society,345

only a sufficiently large level of monitoring can essentially decrease non-compliant behavior. Our346

analysis confirms the results of [4]: the culture of legality, reflecting the intrinsic honesty of a country,347

is both necessary and sufficient to combat corruption. Only countries with a high degree of honesty348

can effectively eradicate dishonest practices. In contrast, in countries where the culture of honesty349

is lacking, minimal penalties for detected dishonesty can lead the economy to perpetually gravitate350

towards a state of entrenched illegality.351
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Notably, as further numerical experiments show, for a fixed α, a fixed d and an increasing f , the352

basins of “bad” and internal equilibria squeeze, while the basin of “good” equilibria enlarges. Such353

a dependence is expectable, since with increasing the fine size, being dishonest is related to higher354

risks. In case of a fixed f and an increasing d, the basins of boundary equilibria (both, “good” and355

“bad”) squeeze, while the basin of internal equilibria enlarges. Understanding this latter dependence356

is left for future investigation.357

We conclude this section by observing that for the map S given in (16) with using equation358

(12) for updating the monitoring level, asymptotic dynamics is represented by infinitely many fixed359

points of different types (with different levels of dishonesty ranging from 0 to 1), while more complex360

solutions are not possible. It is natural to wonder whether a particular choice of the function for361

updating qt can be crucial for the model. In what follows we show that introducing even only slight362

changes to the function G has an essential influence on the overall dynamics of the map.363

5 Updating based on relative variation364

In this section we introduce a slightly modified expression for Xt, which can also be considered as a

natural intuitive way to define it. Namely, we replace the absolute growth of the fraction of dishonest

firms given by (12), with its relative growth as follows

Xt =
xt+1 − xt

xt
. (30)

It is easy to show that also in this case Xt ∈ [−1, 1]. Then functions for updating the monitoring

level become:

G1(xt, qt) = min

{
qt

(
1 + d(1− xt)

α(∆c − fqt)− 1

α(∆c− fqt) + 1

)
, γ

}
(31)

and

G2(xt, qt) = min {qt (1 + d(xt − 1)) , γ} . (32)

We denote the updated map as S̃ to avoid confusion. It can be shown in a straightforward way365

that qt+1 obtained from either (31) or (32) belongs to the interval [0, γ]. Consequently, the region of366

definition for the map S̃ remains the same, that is, S̃ : K → K.367
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5.1 Simple dynamics368

The map S̃ with G1 and G2 given in (31) and (32), respectively, still has an uncountable number369

of fixed points. The distinction from the map S with Xt being the absolute difference of xt+1370

and xt, is that now there are only two “good” equilibria E0
0(0, 0) and Eq∗

0 (0, q∗). The point E0
0 is371

asymptotically stable if α∆c ≤ 1 and unstable otherwise. However, there is still continuum of “bad”372

equilibria Eq
1(1, q), q ∈ [0, γ], as well as continuum of internal equilibria Eq∗

x (x, q∗), x ∈ (0, 1) and q∗373

as in (17).374

Proposition 5.1. The fixed point E0
0 of the map S̃ is asymptotically stable if α∆c ≤ 1 and is375

unstable otherwise. To a fixed point Eq
1 , q ∈ [0, γ], conditions (B.i)–(B.ii)) apply. For fixed points376

Eq∗

x , x ∈ [0, 1), there hold:377

(D.i) For α∆c ≤ 1, all fixed points Eq∗

x are located outside the definition square K.4378

(D.ii) For α∆c > 1 and (α∆c − 1)d ≤ 4, all points Eq∗

x are locally stable.379

(D.iii) For (α∆c − 1)d > 4, the points Eq∗

x with x < x̂ are unstable and with x > x̂ are locally380

stable. For the latter their cumulative basin of attraction is confined by the stable set of Eq∗

x̂ .381

Proof. The eigenvalues of the Jacobian matrix of E0
0 are

λ1 =
2∆cα

∆cα+ 1
and λ2 = 1 +

d(∆cα− 1)

∆cα+ 1
.

They are both located inside the unit circle if ∆cα < 1 and outside it if ∆cα > 1. For the case382

∆cα = 1, when both λi = 1, i = 1, 2, asymptotic stability can be shown by considering an orbit of383

a point in the neighborhood of E0
0 .384

The Jacobian matrices of Eq
1 are given by (22) and (23), and hence, the conclusions about their385

stability are as before (the same as for the map S).386

4Again, if α∆c = 1, the points Eq∗
x compose the lower boundary of K, but asymptotic dynamics of S̃ is exactly the same

as for q∗ < 0.
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As for the points Eq∗

x (x, q∗), x ∈ [0, 1), the respective Jacobian becomes

J∗ =


1 −αfx(1− x)

2

0 1− (α∆c − 1)d(1− x)

2

 . (33)

As before the eigenvalue λ1 = 1 is related to the horizontal eigenvector v1(1, 0), along which the

point is neutrally stable. The second eigenvalue is

λ2 = 1− (α∆c − 1)d(1− x)

2
, (34)

related to the vertical eigenvector v2(0, 1). There holds λ2 < 1 for ∆cα > 1 and λ2 > −1 if

x > x̂ = 1− 4

d(α∆c − 1)
. (35)

Note that if 0 < (α∆c − 1)d ≤ 4, then x̂ < 0.387

In Fig. 2 we show, for two distinct values of α, basins of attraction for various attractors together388

with several typical orbits. For small α (high social stigma, Fig. 2(a)), a sufficiently intensive mon-389

itoring is needed to decrease the number of dishonest firms. And in contrast to the map S from390

the previous section (with the update monitoring function depending on the absolute difference391

xt+1−xt), for the map S̃ with small α the non-compliant behavior, in general, cannot be eliminated392

completely. The State can only decrease the number of dishonest firms putting in enough effort.393

Therefore, when the inner honesty of society is high, using a monitoring technology that leads to394

the map S is more preferable than using a technology implying the map S̃, because in the former395

case the State can reach better results in fighting dishonesty.396

The situation changes, however, for larger values of α (Fig. 2(b)). The first observation is that397

with increasing α the fixed point Eq∗

x̂ moves towards the right border of K. The stable set of Eq∗

x̂398

confines the region of initial conditions producing orbits with trivial asymptotic dynamics. Therefore,399

for larger α this region naturally shrinks. The second observation, which is surprising, is that a400

nontrivial topological attractor with a significant basin can appear at the left border of the definition401

square K (that is, for x = 0).402
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In the remainder of the paper, we describe certain properties of these attractors, as well as403

examining their evolution with increasing α. In particular, we show that a cycle of such kind (located404

on the left border of K) may lead to appearance of another attracting cycle of the same periodicity,405

but with a single point on the upper boundary of K and all other points belonging to the interior406

of K. As a consequence, for certain parameter ranges, coexistence of several nontrivial attractors is407

observed, sometimes even with a complex structure of their basins.408

Fig. 2 Phase square K with different colors showing basins of different attractors of S̃. Initial conditions from the

green region are attracted to points Eq
1 , while initial conditions from the violet region are attracted to Eq∗

x with

x > x̂. Orbits having initial conditions belonging to the light-blue region eventually end up at the vertical line x = 0

(dark-violet dots). Several typical orbits are shown by orange lines and blue dots mark stable fixed points. Parameter

values are ∆c = 1, f = 2, γ = 0.9, d = 0.9 and α = 3 (a); α = 7 (b).

5.2 Nontrivial dynamics409

Before studying the properties of nontrivial solutions of S̃ we notice that the line

L0 = {(0, q) : 0 ≤ q ≤ γ}
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is invariant with respect to S̃. Let us consider the restriction of S̃ to L0, which is given by a 1D

piecewise smooth map ψ : [0, γ] ∋ qt → qt+1 ∈ [0, γ] such that

qt+1 = ψ(qt) =


ψ1(qt) = min

{
qt

(
1 + d

α(∆c − fqt)− 1

α(∆c − fqt) + 1

)
, γ

}
, if qt ≤ q̄,

ψ2(qt) = qt (1− d) , if qt > q̄.

(36)

The form of ψ influences the asymptotic dynamics along L0 and, consequently, the dynamics of S̃,

since the respective asymptotic solution belonging to L0 can be topological or the Milnor attractor.

The map ψ consists of the unimodal branch ψ1 and the linear branch ψ2. As (1− d) ∈ (0, 1), there

is always ψ(q) < q for q ∈ [q̄, γ]. If there holds

ψM
1 := max

q∈[0,γ]
q

(
1 + d

α(∆c − fq)− 1

α(∆c − fq) + 1

)
=

(√
(d+ 1)(α∆c + 1)−

√
2d

)2

αf
≤ γ, (37)

the unimodal branch ψ1 is smooth. Otherwise it is nonsmooth having a flat top part ψ1(q) = γ for

q− ≤ q ≤ q+ with q± obtained from

q + dq
α(∆c − fq)− 1

α(∆c − fq) + 1
= γ.

The asymptotic solution of ψ also depends on whether its absorbing interval spreads over the linear

branch ψ2 or not. Namely, another condition on which the asymptotic dynamics of S̃ may depend is

ψM = max
q∈[0,γ]

ψ(q) = min{ψM
1 , γ} = q̄. (38)

Describing in detail asymptotic dynamics of ψ and determining its influence on solutions of S̃410

requires much deeper analysis. This task lies beyond the scopes of the current paper, although several411

preliminary remarks in this respect are given below, in order to offer suggestions for possible politics412

of the State concerning the monitoring principles.413

While changing the honesty propensity that characterizes a society is a difficult goal to achieve,414

at least in the short term, policy instruments can be combined to combat dishonest behavior related415

to the level of fines (i. e., the punishment for a company found to be dishonest can be increased)416

and the ability to change the level of supervision in response to a change in the relative level of417
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dishonesty (i. e., rapidly increasing resources to combat non-compliant behavior). These instruments418

are measured by the constants f and d and the following study aims at describing the joint role of419

such policy instruments.420

In Fig. 3 in the (d, f) parameter plane, we show several regions separated by curves, obtained from421

(37) and (38) with using the equality sign. In each of these regions the map ψ attains qualitatively422

different forms, which influence asymptotic dynamics of the 2D map S̃. For instance, in the region423

marked by “I” (orange) and “II” (light-gray), attractors of ψ are defined by the smooth unimodal424

branch ψ1. Even if in the region “II” there is γ > q̄, the absorbing interval does not include the425

border (kink) point, and asymptotic dynamics of ψ is described by the same principles as in the426

region “I”. On the contrary, in the region marked by “IV” (pink) there is ψM
1 > γ and γ > q̄.427

Therefore, the map ψ is nonsmooth having three kink points: q = q−, q = q+, and q = q̄, all located428

inside the absorbing interval.429

Fig. 3 Regions in the (d, f) parameter plane, in which the 1D map ψ attains qualitatively different forms. Parameter

values are ∆c = 1, α = 11, γ = 0.9.

In Fig. 4, we plot a 2D bifurcation diagram for the map S̃ in the (d, f) parameter plane for430

α = 11 (rather low social stigma). The panel (b) is the magnification of the part of the diagram431
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shown in the panel (a). The black lines denote the same bifurcation borders as in Fig. 3 given by (37)432

and (38) with using the equality sign. One can immediately notice the difference of the bifurcation433

structures inside regions I–V corresponding to qualitatively different forms of ψ.434

Fig. 4 The 2D bifurcation diagram in the (d, f) parameter plane of the map S̃. The other parameters are ∆c =

1, γ = 0.9, α = 11.

A smooth unimodal branch (regions I, II, and V).435

Let us consider the dynamics of S̃ inside the regions I, II, and V. As mentioned above, in the regions436

I and II the asymptotic dynamics of ψ is completely defined by the smooth unimodal branch ψ1,437

while in the region V the linear branch ψ2 also counts. In Figs. 5(a),(b) we plot a 1D bifurcation438

diagram for S̃ along the arrow marked by “A” in Fig. 4(b). As expected, for d < d+ (inside the region439

II, and the same situation is also observed inside the region I) there exists at least one5 nontrivial440

attractor belonging to L0 (i. e., at x = 0), while the asymptotic dynamics of q mimics the universal441

bifurcation structure for a unimodal map, known as a Sharkovsky ordering [17] or a box-within-a-442

box structure [18]. In Fig. 5(c) the state space is shown for d = 0.59 with the light-blue color filling443

5In our numerical experiments for parameter values belonging to the regions I and II, we have not observed any other

nontrivial attractors, except for the one belonging to L0. However, we cannot guarantee that for some other values of α

another internal attractor does not appear, besides the fixed points Eq∗
x described in Sec. 5.1.
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the basin of fixed points Eq∗

x and Eq
1 and the white color corresponding to the basin of the attractor444

belonging to L0 (shown by orange dots).445

For ψM
1 > q̄ (inside the region V), the absorbing interval of ψ includes the border point q = q̄.446

The respective bifurcation structure is based on the combination of smooth bifurcations (from the447

nonlinear unimodal branch) and nonsmooth border collision bifurcations (BCBs). For instance, for448

moderate values of d (around 0.72), there exists the region P 1
6 related to the period six, for which449

both its boundaries are associated with smooth bifurcations, a fold for the right-hand side boundary450

and a flip for the left-hand side. On the contrary, for the region P5 corresponding to the period five,451

both its boundaries are associated with BCBs. Another example is the region P 2
6 corresponding to452

another 6-cycle (for d around 0.9), for which its left-hand side boundary is related to the (smooth)453

flip bifurcation, while its right-hand side boundary is associated with a BCB. Moreover, for values454

of d ⪆ 0.9 one can observe regions corresponding to periods 5, 6, 7, 8 and so on. Such an ordering,455

the so-called skew tent map structure [11], is typical for 1D continuous piecewise monotone maps456

having two branches.457

The final remark, concerning nontrivial asymptotic dynamics of S̃ for the parameter values458

belonging to the regions I, II, and V, is about coexistence. As shown by numerical experiments, for459

certain ranges of d, the map S̃ has two coexisting nontrivial attractors both belonging to L0. See,460

e. g., the inset in Fig. 5(b), showing the magnification of the region outlined red in (a) with two461

different orbits plotted red and blue, respectively. Further in the panel (d) one can observe three462

different basins of attraction: the light-blue one related to fixed points, the yellow one related to463

the 5-cycle belonging to L0 (black dots), and the white one associated with some other attractor464

also belonging to L0 (orange dots). The basins of the two nontrivial attractors are riddled inducing465

uncertainty in the respective area of initial conditions.466

A unimodal branch with the flat top (regions III and IV).467

Now we turn to parameter values belonging to the region III, in which asymptotic dynamics is468

defined by the unimodal branch ψ1 having the flat top ψ1(q) = γ for q− ≤ q ≤ q+ with γ < q̄.469
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Fig. 5 (a), (b) The 1D bifurcation diagram versus d for the map S̃ with ∆c = 1, γ = 0.9, α = 11, f = 1.23. (c), (d)

The state plane (x, q) with basins of attraction related to different attractors of S̃. The basin of fixed points Eq∗
x and

Eq
1 (blue dots) is colored light-blue; the basin of another attractor at L0 (green dots) is colored white; in (d) the basin

of the 5-cycle at L0 (violet dots) is colored yellow. The bifurcation parameter is d = 0.59 (c) and d = 0.777 (d). The

dashed magenta line is q = q̄.

In Figs. 6(a), (b), we plot the 1D bifurcation diagram along the arrow marked “B” in Fig. 4(b).470

The orbits obtained by using different initial conditions are plotted with blue, red, and green colors,471

revealing for some parameter values, coexistence of at least two nontrivial attractors, one completely472

located on the line L0 and another one located mostly in the interior of the definition square K473

(except for a single point with q = γ). See, for example, Fig. 6(c) for d = 0.83, f = 1.08, where474

the basins of the 3-cycle on L0 and the 5-cycle, having four points in the interior of K and a single475

point on its upper boundary, are shown by green and yellow colors, respectively. In Fig. 6(d) for476

d = 0.86, f = 1.085, we observe only one nontrivial attractor, namely, the 3-cycle with two points477

located in the interior of K and one point with q = γ.478

28



Fig. 6 (a), (b) The 1D bifurcation diagram versus d for the map S̃ with ∆c = 1, γ = 0.9, α = 11, f ∈ [1.065, 1.1], d ∈

[0.75, 1]. (c), (d) The state plane (x, q) with basins of attraction related to different attractors of S̃. The basin of fixed

points Eq∗
x and Eq

1 (blue dots) is colored light-blue; the basin of the 3-cycle (orange dots) is colored green; in (c)

the basin of the 5-cycle (violet dots) is colored yellow. The bifurcation parameters are f = 1.08, d = 0.837 (c) and

f = 1.0884, d = 0.88 (d).

The mechanism of occurrence of such “almost interior” attractors seems to be as follows. At479

first, an attracting n-cycle for some n occurs at L0. Then it becomes unstable transversely (in the480

horizontal direction) and there occurs a new n-cycle with a single point at the upper boundary of K481

and all other points in the interior of K. At the bifurcation moment the two n-cycles coincide and482

afterward the cycle on L0 becomes unstable. By changing further the bifurcation parameter (with483

increasing d), an interior n-cycle moves to the right. At another bifurcation value a new attracting484

m-cycle occurs at L0, and for a certain range of parameters two attracting cycles, of periods n485

and m, coexist. Note that for values of d close to one, bifurcations become more frequent, and486

there decreases the parameter distance between the occurrence of different cycles on L0 with their487
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consecutive stability loss (giving birth to “almost interior” cycles of the same periodicity). As a488

consequence, for larger d one can observe more than two coexisting cycles of different periods, one489

of them located on L0 and the others being “almost interior”, having a single point with q = γ. The490

basins of some of these cycles can be riddled. Further investigation of the underlying mechanisms491

we leave for future works.492

Finally, we consider the parameter region IV, in which the 1D restriction ψ has three border493

points, i. e., q = q−, q = q+, and q = q̄. In Figs. 7(a) and (b) we plot a 1D bifurcation diagram494

along the arrow marked “C” in Fig. 4(b). According to numerical experiments, for most parameter495

values, besides the attracting fixed points Eq∗

x and Eq
1 , there exists a single nontrivial attractor496

located on L0. As shown, for example, in Fig. 7(c) for d = 0.91, where the basins of attraction for497

the fixed points (blue dots) and the attracting 6-cycle (orange dots) are colored light-blue and blue,498

respectively. Coexistence of several nontrivial attractors is attained for values of d close to one. In499

Fig. 7(d) for d = 0.996, besides the basin (colored light-blue) associated with the fixed points, the500

basins of the 5-cycle (dark-violet dots), the 6-cycle (black dots), the 7-cycle (green dots), and the501

11-cycle (orange dots) filled with yellow, blue, red and dark-blue, respectively are plotted. The 5-,502

6-, and 7-cycles are “almost interior” with a single point on the upper boundary of the definition503

square K and all other points in the interior of K. The 11-cycle is located on L0.504

In general, concerning asymptotic dynamics of the map S̃ using the relative growth of the dis-505

honest firms fraction, the following can be summarized. For all fine f levels, if d is not too large,506

i. e., the monitoring level qt is not too sensitive with respect to the relative variation Xt (30) of the507

number xt of dishonest firms, the system converges to a fixed point, describing a society in which508

honest and dishonest firms coexist (for the parameter values as in Fig. 4, this is related to d < 0.4).509

On the other hand, for larger values of d, more complex situations, when several nontrivial attrac-510

tors coexist, may occur. Due to such coexistence and complexity of the related basins, choosing a511

fine level to reduce dishonest behavior becomes a difficult task. If the basins of some attractors are512

riddled, it is difficult to give the policy suggestions. In this respect, an interesting direction of further513
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Fig. 7 (a), (b) 2D bifurcation diagram for ∆c = 1, γ = 0.9, α = 11, f = 1.15. (c), (d) State plane (x, q) with basins of

attraction related to different attractors of S̃ (the meaning of colors is as in Fig. 4). The basin of fixed points Eq∗
x and

Eq
1 (blue dots) is colored light-blue. In (c) the basin of the 6-cycle at L0 (black dots) is colored blue. In (d) the basin

of the 11-cycle at L0 (light-blue dots) is colored dark-blue; the basin of the 5-cycle (violet dots) is colored yellow; the

basin of the 6-cycle (black dots) is colored blue; the basin of the 7-cycle (pink dots) is colored red. The bifurcation

parameter is d = 0.91 (c) and d = 0.996 (d). The dashed magenta line is q = q̄.

development could be considering a non-deterministic version of the model with added stochastic514

terms to one or both map components. However, these studies are left for future works.515

6 Conclusion and further development516

Public procurement acts as the mechanism by which governments secure the goods, services, and517

projects they need to function and provide services to their citizens. It is a vital tool for driving518

economic growth and encouraging market competition. Understanding the risks of corruption and519

illegal behaviors within public procurement is crucial, especially given the potential for collusion520

between public officials and private agents. This collaboration can lead to the misuse of public521
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power for personal gain due to the high rewards for illegal and corrupt practices and low chances of522

detection. Therefore, maintaining transparency and establishing efficient organizational structures523

is essential for ensuring integrity in procurement processes.524

In this context, we investigated how the level of public auditing influences the prevalence of525

illegal activities, particularly fraud, in the public procurement sector. This study aims at exploring526

whether the choice of function used to update monitoring levels significantly impacts the modeling527

of the overall dynamic process. With this aim in mind, we investigated a forward-looking updating528

control mechanism based on both the absolute and the relative variation of the expected dishonesty529

level and we observed that even minor changes introduced to the monitoring function can have a530

substantial effect on the asymptotic dynamics of the final model.531

More precisely, the forward-looking mechanism for updating the State’s monitoring level is based532

on the absolute growth of the dishonest firms fraction, qualitative dynamics are simple. From a533

policy perspective, the inner honesty plays a crucial role in the capability of the State to reduce534

non-compliant behavior, since in the case of an irresponsible society, only a sufficiently large level of535

monitoring can essentially reduce non-compliant behavior. However, strengthening the punishment536

(the fine) for dishonest behavior can increase the probability to concur frauds as well.537

When, the monitoring level update mechanism is based on the relative variation of the dishonest538

firms fraction high inner honesty does not help, in general, to eliminate non-compliant behavior.539

Surprisingly though, in a society with a moderate level of endogenous dishonesty, provided that the540

initial fraction of dishonest firms is not too large, a sufficiently intensive monitoring can drive the541

system to a solution with all agents being honest. Hence, policy suggestions are difficult to be given542

and setting the fine level to reduce dishonest behavior becomes a challenging choice. Therefore, only543

countries with a high degree of honesty can effectively eradicate dishonest practices. In contrast, in544

countries where the culture of honesty is lacking, minimal penalties for detected dishonesty can lead545

the economy to perpetually gravitate towards a state of entrenched illegality.546

Possible developments of our model could take into account the following points. First, the level547

of fines can be variable, e. g., it can be increased as the absolute or the relative variation of dishonest548
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behavior increases. Second, we can consider that the firm does not know the future level of monitoring549

when calculating expected utility, i. e., some mechanism related to the formation of expectations550

about the probability of being detected could be added. Third, revenues (from fine) and costs (from551

audit) can be considered to design a more elaborate monitoring strategy for the government.552
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